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Abstract—LLMs find increasing use as an educational tool,
both from the instructors’ perspective as well as from the
students’. This paper presents a preliminary study investigating
the effects of prior knowledge concerning a given topic on the
effectiveness of using an LLM (Microsoft Copilot) to study the
topic. Choosing Büchi automata as an example, twelve computer
science students were tasked with first giving a self-report on
prior knowledge, then studying Büchi automata for 15 minutes
using only an LLM as a study tool, and afterwards filling out a
short topical questionnaire. Two trends could be observed: Prior
knowledge of LLMs seems to increase the learning effect while
prior knowledge of a topic that is related to the studied topic
seems to diminish the learning effect.

Index Terms—Computer Science Education, Large Language
Models, Pedagogy, STEM education

I. INTRODUCTION

The discussion about using large language models (LLMs)
like ChatGPT and Microsoft Copilot for education is in full
swing (see [1], [2]). The dream is that AI together with these
LLMs can act as an individual tutor for students who can adapt
to the prior knowledge as well as the needs of students (see
[3]).

Yet, this idea is not without criticism. For example, LLMs
produce wrong answers / explanations (e.g. [4]–[6]), some-
times even generating completely new facts known as halluci-
nations (e.g. [7]–[9]) or confabulations [10]. There are some
concerns that people might depend on LLMs for reasoning,
and about the inability of LLMs to generate new ideas [6].
Some criticism exists about most LLMs being controlled by
corporate actors which hide crucial details about their models
(cf. [11, p. 80]).

Maybe more important here, there also exists criticism about
using LLMs for learning. Some first insights suggest that
learning with LLMs can actually reduce the learned knowledge
once students loose access to the LLM [12]. Learning with
LLMs can be harmful to struggling learners and give them
illusions of competence [13].

One important question is how relevant prior knowledge
is for learning and whether LLMs can provide the required
knowledge if a student is exploring a new subject area.

This research was part of the project Flexibel kombinierbare Cross-Reality
Labore in der Hochschullehre: zukunftsfähige Kompetenzentwicklung für
ein Lernen und Arbeiten 4.0 (CrossLab), which is funded by the Stiftung
Innovation in der Hochschullehre, Germany.

Students build new knowledge based on the knowledge they
already possess [14, p. 10-12]. While learning, students build
connections and complex structures between different infor-
mation and thus construct their individual body of knowledge
[15, pp. 4-5]. This prior knowledge can have both positive
effects on learning, but also can lead to bias [15, pp. 4-5].
This brings us to the theory that considering the prior knowl-
edge is important when we want to provide good learning
opportunities. Therefore, when using LLMs to learn, students
with greater prior knowledge might show better results than
students without prior knowledge.

In this short paper, we want to present a preliminary study
addressing this issue. By better understanding the relationship
between prior knowledge and learning using LLMs we hope
that we can contribute to the development of teaching systems
that takes the needs of students into consideration, especially
regarding to the pedagogical needs of students with respect to
prior knowledge.

II. EXPERIMENT DESIGN

To determine the effect of prior knowledge on learning, we
wanted to let students interact with an LLM and see how well
they respond to a test afterwards. There are a few key design
consideration we took into account when designing the study:

1) The topic should relate to a topic students already know
(e.g., by having taken a relevant mandatory course)
but at the same time they should not have learned
the specific topic in said course. For this study, we
choose the topic of ’Büchi automata’, since students of
computer science most likely have automata theory as
a required course at different universities. At the same
time, this specific type of automata is not discussed
everywhere, especially not in introductory courses.

2) We do not want to influence the prompts students use
for learning with the LLM. Unfortunately, a pre-test of
knowledge might influence the students with regards to
possible topics they could ask the LLM about. Therefore,
pre-testing is not feasible in our study design. This
means that we have to rely on self-reporting for this
study.

3) We wanted students to have the ability to also generate
images. Therefore, we needed an LLM which also



Wie schätzen Sie ihr Vorwissen bezüglich KIs wie Microsoft Copilot / ChatGPT / Large Language Models ein? (How
would you rate your prior knowledge regarding AIs like Microsoft Copilot / ChatGPT / Large Language Models?)

Anfänger (beginner knowledge) □ □ □ □ □ □ □ Experte (expert knowledge)

Wie schätzen Sie ihr Vorwissen bezüglich Automatentheorie ein? (How would you rate your prior knowledge regarding
automata theory?)

Anfänger (beginner knowledge) □ □ □ □ □ □ □ Experte (expert knowledge)

Wie schätzen Sie ihr Vorwissen bezüglich Büchi-Automaten ein? (How would you rate your prior knowledge regarding
Büchi automaton?)

Anfänger (beginner knowledge) □ □ □ □ □ □ □ Experte (expert knowledge)

Aufgabe (Exercise): Nutzen Sie sie nächsten 15 Minuten, um sich in das Thema Büchi-Automaten einzuarbeiten. Nutzen
Sie dafür ausschließlich Microsoft Copilot sowie ihre Vorerfahrung. (Please take 15 minutes to familiarise yourself with
Büchi automata. Only use Microsoft Copilot and your prior knowledge.)

Fig. 1: Questions (original German question and translated) used for the pre-test to determine students’ prior knowledge

1. Was ist ein Büchi-Automat? Was zeichnet ihn aus?
(What is a Büchi automaton? What makes it special?)

• 0 points: (Partially) wrong answer
• 1 point: A single aspect is named
• 2 points: Two or more aspects are named

2. Betrachten Sie folgenden Büchi-Automaten. Welche
Sprache akzeptiert er? (Consider the following Büchi
automaton. What language does it accept?)

• 0 points: Wrong language
• 1 point: Language is correct, but formal writing is

not correct (e..g, no omega, wrong characters)
• 2 points: Language is correct

A

B

B

A

A

B
A

3. Nennen Sie zwei verschiedene Arten von Wörtern, die
ein Büchi-Automat nicht akzeptieren kann. Begründen
Sie kurz Ihre Antwort. (Name to kinds of words which
can not be accepted by Büchi automata. Justify your
answer.)

• 0 points: (Partly) wrong answer
• 1 point: One correct word or multiple words of the

same kind
• 2 points: Two or more words

Fig. 2: Questions (original German question and translated)
and scoring schema used for the post-test to determine stu-
dents’ learned knowledge

allowed this. This brought us to using Microsoft Copilot
for this study.

Therefore, the study flow for students is as following: The
study was conducted outside of teaching context. It begins
with a self-reporting (see Fig. 1) on prior knowledge relevant
to the topic and on their LLM knowledge using a 7-point
Likert scale (for the reason see item 2), with a 1 representing
beginner knowledge and a 7 representing expert knowledge.
After that, students are asked to interact with Microsoft Copilot
(see item 3) to learn about Büchi automata (see item 1).
Students interacted with Microsoft Copilot directly through
the standard web interface for 15 minutes. Finally, they
have to answer a short quiz in German (without access to
Microsoft Copilot) which consists of three questions aimed at
gauging fundamental subject knowledge and understanding to
determine what they have learned from their session.

The quiz is manually rated by the researchers following a
strict scoring guide (see Fig. 2). The points students score on
the quiz is then tested for correlation with their self-reported
prior knowledge using Kendall rank correlation coefficient.

III. RESULTS

The study was conducted during November 2024 and in-
cluded a total of 12 computer science students from three
universities. While the self-reported scores on prior knowledge
concerning LLMs and general automata theory are somewhat
spread out (with answers ranging from 3 to 7 and 2 to
5, respectively; lower / higher values were not reported by
students), no students reported prior knowledge concerning
Büchi automata with every student ranking themselves at
beginner knowledge (1).

In general, students managed to mostly list one or two
correct properties of Büchi automata for question 1 while
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Fig. 3: Comparing the distribution of the self-report questions
from the pre-test concerning LLMs and general automata
theory against the response scores from the post-test.

struggling more with question 3, where only one student
managed to achieve a score of two points. However, ten of
the twelve students did not score any points for question 2
regarding the accepted language of a given sample Büchi au-
tomaton, with the remaining two students correctly identifying
the language but writing it down with an incorrect syntax, thus
both receiving a score of one for this question.

Fig. 3 compares the scores of the pre-test self-reports against
the scores of the post-test quiz. The general trend seems
to go up with more prior knowledge concerning LLMs and
going down with more prior knowledge concerning general
automata theory. As all participants gave the same response
with regards to familiarity with Büchi automata, no trend
can be observed. The pre- and post-scores correlate with
p = 0.2055 for LLMs and p = 0.2265 for general automata
theory. To avoid finding significance because of data-analysis

Fig. 4: When prompted, Copilot tries to draw a Büchi au-
tomaton – with less than stellar results. Repeated requests to
properly draw an automaton were met with similar artistic ren-
derings before the student gave up on this line of questioning.

decisions (see [16], [17]), we only performed statistical evalu-
ations that were pre-registered. We were not able to compute
correlations containing prior knowledge of Büchi automata
since all participants responded with beginner knowledge (1)
on the Likert scale here.

IV. DISCUSSION

Having a look at the trends displayed in Fig. 3, the positive
correlation between prior knowledge concerning LLMs and the
post-test score may not be all too surprising. It might be as-
sumed that experience on how to formulate prompts might help
elicit more helpful answers from the LLM. Cowan, Watanobe
and Shirafuji [18], for example, show an increase in helpful
conversations with an LLM in the context of programming
education after applying structured pre-processing to prompts.

The second trend, however, warrants more scrutiny: How
could it be that students who possess more knowledge perform
worse in the post-test? One possible interpretation, which
also seems to correspond to the answers students gave in
post-test question 2, lies in the fact that Büchi automata
share a visual language with another type of automaton, the
(non-)deterministic finite automaton. When asked to note the
formal language the example automaton accepts, answers more
often than not yielded a formal language for an NFA, not a
Büchi automaton – finite words or words that end in the “trap”
accepting state on the right end. Here, prior knowledge may
actually be a hurdle to overcome as students conflate the types
of automaton based on the shared visual language. This issue is
further reinforced by the fact that Copilot seems to be unable
to properly create visual representations of Büchi automata;
when asked for a visual examples, the result is anything but,
see also Fig. 4 for a possible result.



With a significance niveau of p ≈ 0.2 each, however, both
trends hardly seem to be significant. Nonetheless, we hope that
our results might also influence future curricula development
in the light of LLMs and required prior knowledge.

A. Possible Reasons

Learning strategies which are more successful facilitate
different strategies like the retrieval, summarisation, and ex-
planation of information as well as applying learned content
[15, p. 5]. It is likely that this kind of activity is not present
when students simply interact with LLM, instead it merely
generates textual answers to their questions.

In addition, facts are rarely learned by experiencing them
a single time [15, p. 49]. When they are learned at a single
time, the learner generally already had a vast background of
knowledge in the area [15, p. 49].

Another issue that arose is found in Copilot blatantly in-
venting things when it couldn’t interpret a question. While the
concept of hallucinations / confabulation as made-up outputs
for AI tools is not new [19], it was nonetheless interesting
to see that Copilot vehemently tried to teach a student about
book vending machines after the student accidentally asked
for information regarding “Büchli automata”1 – a term that as
far as the authors can tell any web search engine corrects to
“Büchi automata“.

B. Limitations of the Study

One limitation of the study is that the test was directly
after the learning phase. Humans have two kind of memories,
working memory and long-term memory, with the latter being
subdivided even further [15, pp. 77-82]. Testing knowledge
directly after learning does not allow us to test all kinds of
memory equally, which limits the generalisation of the study.
However, we still believe that this is a good insight into
learning which could be extended by other studies.

12 participants is quite a low turnout, especially considering
that a control group of participants familiar with Büchi au-
tomata is missing. This puts into question the representativity
of the conducted study, especially since it is below the number
of participants we aimed for in our pre-registration. Unfortu-
nately, despite repeated attempts, the authors were unable to
recruit more students to participate. However, most incentives
(e.g., payment for participation) would have warranted a
thorough validation of the study by the local ethics board.
Additionally, rewarding students with bonuses for their studies
if they were recruited directly from a course, e.g. with bonus
points for the exam, was not an option as to not endanger
plausible voluntariness and to prevent any concern regarding
conflict of interest from arising. Be that as it may, as this study
was only intended as a preliminary study from the beginning,
first insights indicating a certain direction – that using LLMs
does not help with learning – suffice to justify further efforts.

1With Buch being the German word for book and Büchli ostensibly being
a diminutive of the same word. Microsoft Copilot seems to have used this
interpretation despite both prompt and answer being in English.

C. Implications for LLM-based educational tools

Although this was a preliminary study, we can conclude
that future development of LLM-based educational tools has
to take prior knowledge into consideration, for example by
using adaptive learning systems (see [20]) which respect
prior knowledge during the adaptive process. However, we
should also be aware that LLMs might have harming effects
on learning compared to traditional learning, e.g. shown in
[12], [13], and that the problems found in this paper add
to that. Therefore, it might be more beneficial to students
to use traditional teaching methods compared to LLM-based
learning.

V. CONCLUSION

This paper presents a preliminary study that aims to inves-
tigate the effects of prior knowledge on a topic on how well
students can utilize LLMs for their own learning efforts. The
participants, all Computer science students, were first asked to
fill out a self-assessment pre-test concerning their familiarity
with LLMs, general automata theory, and Büchi automata.
They were then given 15 minutes with an LLM to learn about
Büchi automata, after which they had to fill out a post-test
questionnaire.

Two effects could be observed comparing the pre-test and
post-test scores:

• Participants with more familiarity with LLMs achieved
better scores in the post test.

• Participants with more familiarity with general automata
theory achieved worse scores in the post test.

Unfortunately, no participants reported any prior knowledge
regarding Büchi automata, preventing any comparisons in that
regard. A possible interpretation for the first effect might
be that certain prompts elicit better responses from an LLM
and students with more familiarity with an LLM are able to
formulate more fitting prompts. However, further evaluation
of the prompts used by students was not possible since those
prompts were deleted after the study due to data protection.
A possible interpretation for the second observation may be
that students conflate Büchi automata with their knowledge
on other automata models, some evidence for which can be
found when qualitatively investigating the students’ answers
in the post-test; e.g. when asked to produce the accepted
formal language of a given Büchi automata, most participants
responded with the formal language for a finite automaton.
This issue is compounded by the fact that Büchi automata
and finite automata share the same visual notation.

Further issues students need to deal with when using an
LLM to learn stem from the inability of an LLM to know
what it is doing. When a student asked for a visual repre-
sentation of a Büchi automaton they were represented with
some artistic rendering (see Fig. 4) that had nothing to do
with the standardised visual notation of a Büchi automaton.
Another student made a typo in their initial prompt, asking for
a “Büchli” automaton, after which the LLM spent the entire
time teaching the student about book vending machines.



As only 12 participants could be won, the data set is
quite small. As such, the representativity of the results is
questionable. With the results being as they are, while some
effects between pre- and post-test could be observed (see
Fig. 3), they are not statistically significant (p > 0.2 for
both), indicating a need to gather more data before conclusive
insights can be gained.
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