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ABSTRACT
Deep neural networks are widely used for a variety of tasks
including image recognition tasks, yet recent studies have
shown that these networks are easily fooled. In this paper a
way is presented using Cuckoo Search to find images which
mislead deep neural networks into incorrectly labelling these
images.
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INTRODUCTION
Deep neural networks are a special kind of neural network used
for a variety of tasks, for example speech recognition [11, 13]
or image recognition [8, 17]. Some of the real world use cases
for these networks include the detection of malign cancer cells
during their reproduction period (mitosis) to support diagnostic
techniques [7], the detection of the left ventricle of the heart
on ultrasound images [4], or the recognition of traffic signs
[6].

Recent studies have shown that it is easy to fool a deep neural
network into misclassifying images. This can be accomplished
by making small changes to a correctly classified image lead-
ing to a wrong classification [26] or by presenting the network
pictures unrecognisable to humans which are then classified
with high confidence [20].

This paper was inspired by Nguyen et al. [20] and presents a
new way of finding these fooling pictures with Cuckoo Search.
The goal of this is to get a deeper understanding of the function
of deep neural networks and to verify the results of Nguyen et
al. [20] using a different optimisation method.

THEORETICAL BACKGROUND

Deep neural networks
The image processing in the brain of humans and primates is
composed of a hierarchical structure of different brain areas,
where each area processes different features [23, 18, 21]. In-
spired by the capability of the brain special neural network
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Figure 1: AlexNet architecture [17]

architectures have been developed which are build of multiple
non-linear layers in a hierarchical structure which are called
deep neural network [23, 3, 14]. With these deep neural net-
works it is possible to get near-human performance (or even
outperform humans in some cases) image recognition results
[8, 27].

One example of a deep neural network is the AlexNet [17]
which is used in this paper. The AlexNet consists of eight
layers (five convolutional layers and three fully-connected
layers). To be able to train the network on two GPUs the
AlexNet was split into two columns so that each columns could
be trained on a different GPU. A diagram of the AlexNet can
be seen at figure 1.

Cuckoo Search
The Cuckoo Search is a heuristic search algorithm developed
by Xin-She Yang and Suash Deb, which was inspired by the
natural breeding behaviour of some cuckoo species [28, 29].
The algorithm works on a set of valid solutions which are
organised in generations. Each solution is called a nest con-
taining eggs. In each iteration a solution xg

i is taken and a Lévy
Flight [5] (random walk) is performed. The new solution xg+1

i
is called cuckoo.

xg+1
i = xg

i +α⊕Levy(λ )

This cuckoo can now replace a random prior solution if its
fitness is higher than the one of the old solution. Finally a
number of nests are abandoned by replacing them with random
solutions. The pseudo code can be seen in algorithm 1.

The Cuckoo Search was selected for this experiment because
it has shown good results in a statistical analysis of Pinar
Civicioglu and Erkan Besdok [9] and because the Cuckoo
Search has proven application to a wide variety of optimisation
problems [30].
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Algorithm 1 Pseudo code of Cuckoo Search [28]
function CUCKOO SEARCH

Objective function f (x), x← (x1, ...,xd)
T

Generate initial population of n host
nests xi(i← 1,2, ...,n)

while (t <MaxGeneration) or (stop criterion) do
Get a cuckoo randomly by Levy flights

evaluate its quality/fitness Fi
Choose a nest among n (say, j) randomly
if (Fi > Fj ) then

replace j by the new solution;
end if
A fraction (pa) of worse nests are abandoned and

new ones are built
Keep the best solutions (or nests with

quality solutions)
Rank the solutions and find the current best

end while
Postprocess results and visualization

end function

METHOD

Deep neural network model
To get comparable results with Nguyen et al. [20] this work
uses the AlexNet [17] provided by the Caffe software package
[15] which was trained on the ILSVRC 2012 ImageNet dataset
[12]. This is the same model Nguyen et al. [20] refers to as
“ImageNet DNN”.

Image generation
The image was encoded in two different ways (direct and
indirect) for the Cuckoo Search. This encodings are inspired
by Nguyen et al. [20]. The resulting image in both methods
has a size of 224x224 pixel.

The images are generated by using Cuckoo Search to optimise
images with one of the encodings. The fitness equals to the
confidence of the AlexNet that a generated image is part of
one of the trained categories.

Direct encoding
In the direct encoding each pixel of the image is encoded
in three integers in the range [0,255]. Each of the integer
corresponds to a colour (red, green, blue).

Indirect encoding
In the indirect encoding the images are encoded using compo-
sitional pattern producing networks (CPPN) [24, 25]. CPPNs
are a special kind of neural network which are capable of cre-
ating complex images which resemble real word objects [25,
22, 1] and are recognisable to humans [22]. To achieve this
the neural network takes four input values for each pixel (bias,
x, y, distance to centre) and uses this input in a neural network
where each neuron can have different activation functions [24,
25]. Normally CPPNs are feed-forward, although it is possible
to build CPPNs with recurrent connections [2].

In this work a feed-forward compositional pattern producing
network is used which produces three outputs, one for every

Figure 2: Example compositional pattern producing network
as used in this paper. Image based on [25]

colour (red, green, blue). The following activation functions
are used: sinus, cosinus, hyperbolic tangent, identity (bound
between 0 and 1), Gaussian and sigmoid. An example of such
a CPPN can be found in figure 2.

RESULTS

Direct encoding
It was possible to create fooling images using direct encoding
for which the AlexNet believed them to be real images with a
confidence of over 99%, however the images needed a lot of
time to optimise (over 400 generations of the Cuckoo Search).
Some of the images can be found in figure 3

Indirect encoding
It was possible to create fooling images using a compositional
pattern producing network which the network believed to be
real images with a confidence of over 99%. The Cuckoo
Search was relative fast with less than 25 generations most of
the time. Some of these images can be seen in figure 4.

DISCUSSION
Like Nguyen et al. [20] we were able to create images that
fool a deep neural network (AlexNet) and thereby verify the
results of Nguyen et al.

One interesting aspect is the Cuckoo Search generating images
of the same category (dishrag for direct encoding, jellyfish for
indirect encoding) almost every time. In comparison, Nguyen
et al. [20] showed a variety of images from different categories.
To find out whether this behaviour comes from the Cuckoo
Search or the implementation of the framework (e.g. image
encoding), the experiment was repeated with the same param-
eters and a standard genetic algorithm (one-point crossover,
tournament selection) [16, 10] instead of the Cuckoo search.
The results of this runs can be seen in figure 5. The indirect
encoded images reached a confidence of over 99% fast (often



(a) dishrag (99.03%) (b) dishrag (99.03%)

(c) dishrag (99.04%) (d) dishrag (99.00%)

Figure 3: Images created using direct encoding

less than 25 generations), while the directly encoded images
took a long time to evolute (often more than 1000 generations).

If we compare the results of the Cuckoo Search with the results
of the genetic algorithm we see that mostly images from the
same category (dishrag for direct encoding, jellyfish for indi-
rect encoding) are found by both optimisation methods. From
this we can conclude that the optimisation method has no big
impact on the found categories. This raises the question why
Nguyen et al. [20] could find images from different categories
and we are only generating images from the same category.
One reason might be that Nguyen et al. used a variant of a
genetic algorithm (called Multi-dimensional Archive of Phe-
notypic Elites [19]) which optimises for many targets (in this
case for all categories) instead of trying to find an image for a
single category as the algorithms do in this experiment.

CONCLUSION
In this paper we have shown that we were able to create fooling
images for deep neural networks using Cuckoo Search. With
this we were able to verify the results of Nguyen et al. [20].
This leads to the question of how deep neural networks can be
exploited. For example one might produce images which fool
autonomous cars into recognise wrong traffic signs with fatal
outcome. However such actions might not be recognised by
humans because the used images might not be easily recog-
nised as traffic signs by humans. To prevent such situations it
is important to get a deeper understanding of the function of
deep neural networks.

The source code used in this paper can be found at
https://github.com/Top-Ranger/fooling_dnn.
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